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With faster genome sequencing [5] and microarray analysis [G], the last decade
has witnessed an exponential growth of metabolic, genomic and proteomic doc-
uments (articles) being published [7]. Pubmed |§] encompasses a growing col-
lection of more than 18 million biomedical articles. Manually classifying these
articles as relevant or irrelevant to a given topic of interest is very time consum-
ing and inefficient for curation of new published articles [9]. A few conferences
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Abstract. We propose a novel bio-inspired solution for biomedical ar-
ticle classification. Our method draws from an existing model of T-cell
cross-regulation in the vertebrate immune system (IS), which is a com-
plex adaptive system of millions of cells interacting to distinguish be-
tween harmless and harmful intruders. Analogously, automatic biomed-
ical article classification assumes that the interaction and co-occurrence
of thousands of words in text can be used to identify conceptually-related
classes of articles—at a minimum, two classes with relevant and irrelevant
articles for a given concept (e.g. articles with protein-protein interaction
information). Our agent-based method for document classification ex-
pands the existing analytical model of Carneiro et al. |1], by allowing
us to deal simultaneously with many distinct T-cell features (epitomes)
and their collective dynamics using agent based modeling. We already
extended this model to develop a bio-inspired spam-detection system
|2, 13]. Here we develop our agent-base model further, and test it on a
dataset of publicly available full-text biomedical articles provided by the
BioCreative challenge [4]. We study several new parameter configurations
leading to encouraging results comparable to state-of-the-art classifiers.
These results help us understand both T-cell cross-regulation and its
applicability to document classification in general. Therefore, we show
that our bio-inspired algorithm is a promising novel method for biomedi-
cal article classification and for binary document classification in general.

Keywords: Artificial Immune System, Bio-medical Document Classifi-
cation, T-cell Cross-Regulation, Bio-inspired Computing, Artificial In-
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have been dedicated to literature or text mining offering challenges to address
biomedical document classification. BioCreative is a community-wide effort for
assessing bio-literature mining [4] . Machine Learning has offered a plethora of
solutions to this problem |9, [10], but even the most sophisticated of solutions
often overfit to the training data and do not perform as well on real-world data
such as that provided by BioCreative—in this case, articles for curation selected
from FEBS Letters.[11H13].

The immune system is a complex biological system made of millions of cells
all interacting to distinguish between harmless and harmful intruders, to ulti-
mately attack the latter [14]. In analogy, relevant biomedical articles for a given
concept need to be distinguished from irrelevant ones which should be discarded
in topical queries. To employ computational intelligence to automatically im-
plement this topical classification, we can use the occurrence and co-occurrence
of thousands of words in a document describing an approach, an experiment,
a result or a conclusion. In this sense, words can be seen as interacting in a
text in such a way as to allow us to distinguish between relevant and irrelevant
documents. Recent advances in artificial immune systems |15] have offered a few
immune-inspired solutions to document classification in general, though none to
our knowledge has been applied to biomedical article classification. Our aim is
not to explore the applicability of existing immune inspired solutions on biomed-
ical article classification [16], but to propose a new solution and compare it with
state-of-art classifiers.

We extend an existing model of T-cell cross-regulation [1] to deal with multiple
features simultaneously using agent based modeling. We applied a first version
of our agent-based model to a similar document classification problem dealing
with spam detection. On that task, we obtained encouraging results, which were
comparable to state-of-art text classifiers [2, |3]. However, our preliminary im-
plementation did not explore all parameter configurations such as T-cell death
rates, different training scenarios, and lacked extensive parameter search for op-
timized performance |2, 13]. In the work reported here, we test variations of our
agent-based model to understand the effect of T-cell death and of training ex-
clusively on relevant articles. We also test our agent-based model on full-text
biomedical data from BioCreative and compare it with state-of-art classifiers
to understand the model’s applicability to real-World biomedical classification
specifically, and to document classification in general. This more extensive study
allows us to establish the capability of T-cell cross-regulation dynamics to clas-
sify data. It also leads to a competitive, novel bio-inspired text classification
algorithm.

In section 2l we describe the original T-cell cross-regulation model [1]. In
section Bl we describe the expanded agent-based implementation of the cross-
regulation model and explain its parameters. In section ], we discuss the biomed-
ical data from BioCreative and the feature selection process. In section [B, we
report our results on biomedical document classification and compare them to
those obtained by Naive Bayes [17] and SVM [1§].
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2 The Cross-Regulation Model

The T-cell Cross-Regulation Model (CRM) [1] is a dynamical system that aims
to distinguish between harmless and harmful protein fragments (antigens) using
only four possible interactions of three cell-types: Effector T-cells (E), Regula-
tory T-cells (R) and Antigen Presenting Cells (APC). As their name suggests,
APC present antigens for the other two cell-types, E and R, to recognize and
bind to them. Effector cells (E) proliferate upon binding to APC, unless adjacent
to regulatory cells (R), which regulate E by inhibiting their proliferation. For
simplicity, proliferation of cells is limited to duplication in quantity in contrast
to having a proliferation rate. T-cells that do not bind to APC die off with a
certain death rate. The four possible interactions, illustrated in Fig. [l can be
simply expressed by the following equations:

E—{} and R—{} (1)
dp dr

A+R— A+R (2)

A+E— A+2F (3)

A+E+R— A+ E+2R (4)

The first equation (1) expresses E and R cell death with the corresponding
death rates dg and dr. The last three proliferation equations express (2) the
maintenance of R, (3) the duplication of E, and (4) the maintenance of E and
duplication of R.

Carneiro et al. [1] developed the analytical CRM to study the dynamics of
a population of T-cells and APC that recognize a single antigen. In [3, [2], we
adapted the original CRM model to deal with multiple populations of textual
features using agent-based modeling. Our basic implementation of the model
yielded encouraging results when applied to spam detection, a binary document
classification problem. More recently, Sepulveda [21, pp 111-113] extended the
original CRM to study multiple populations of T-cells that can be recognized
by APC, each capable of recognizing at most two distinct T-cell populations. In
our preliminary model |3, 2], we have used APC that are capable of recognizing
hundreds of T-cells of different populations, simultaneously, using the same four
interaction rules of the CRM. In the following section, we explain in more details
our agent-based model adapted for document classification.

3 The Agent Based Cross-Regulation Model

In order to adapt CRM to an Agent-Based Cross-Regulation Model (ABCRM)
for text classification, one has to think of documents as analogous to the or-
ganic substances that upon entering the body are broken into constituent pieces.
These pieces, known as epitopes, are presented on the surface of Antigen Pre-
senting Cells (APC) as antigens. In the ABCRM, antigens are textual features
(e.g. words, bigrams, titles, numbers) extracted from articles and presented by
artificial APC such that they can be recognized by a number of artificial Effector
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Fig. 1. The diagram illustrates the CRM interactions underlying the dynamics of APC,
E and R as assumed in the model where APC can only form conjugates with a maxi-
mum of two T-cells

T-cells (E) and artificial Regulatory T-cells (R). In other words, individual E and
R have receptors for a single, specific textual feature: they are monospecific. E
proliferate upon binding to antigens presented by APC unless suppressed by R; R
suppress F when binding in adjacent locations on APC. Individual APC present
various document features: they are polyspecific. Each APC cell is produced when
documents enter the cellular dynamics, by breaking the latter into constituent
textual features. Therefore we can say that APC are representative of specific
documents whereas E and R are representative of specific features.

A document d contains a set of features Fy; An artificial APC Ay that repre-
sents d, presents antigens/features f; € Fy to artificial E and R T-cells. E; and
R; bind to a specific feature f; on any APC that contains it; if f; € F,, then
either F; or R; may bind to Ay as illustrated in figure Bl In biology, antigen
recognition is a more complex process than mere polypeptide sequence match-
ing but for simplicity we limit our feature recognition to string matching. Once
T-cells bind to an APC Ay, every pair of adjacent T-cells on Ay proliferates
according to the last three interaction rules of equations (2-4). APC are orga-
nized as a sequence of pairs of “slots” of textual features, where T-Cells, specific
for those features, can bind. We use this simplified antigen/feature presentation
scheme of pairs of “slots” to simplify our algorithm. In future work we will study
alternative feature presentation scenarios. In summary, each T-cell population
is specific to and can bind to only one feature presented by APC. Implementing
the algorithm as an Agent-based model (ABM) allows us to deal with recogni-
tion of many features simultaneously, rather than a single one as the original
mathematical model does.
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Fig. 2. To illustrate the difference between the CRM and the ABCRM, the top part of
the figure represents a single APC of the CRM which can bind to a maximum of two
T-Cells. The lower part represents the APC for a document d in the ABCRM, which
contains many pairs of antigen/feature “slots” where pairs of T-cells can bind. In this
example, the first pair of slots of the APC Ay presents the features f; and f;; in this
case, a regulatory T-cell R; and an effector T-cell E; bind to these slots, which will
therefore interact according to reaction (4)—R; inhibits E; and in turn proliferates by
doubling. The next pair of slots leads to the interaction of T-cells R;, Rk, etc.

ABCRM CRM

The ABCRM uses incremental learning to first train on IV labeled documents
(relevant and irrelevant), which are ordered sequentially (typically by time sig-
nature) and then test on M unlabeled documents that follow in time order.
The sequence of articles is assumed to be of importance to our model [2] but
is outside the scope of this study. Carneiro et al. [1] show that both F and R
T-cells co-exist in healthy individuals assuming enough APC exists. R T-cells
require adequate amounts of E T-cells to proliferate, but not too many that
can out-compete R for the specific features presented by APC. “Healthy” T-cell
dynamics is identified by observing the co-existence of both E and R features
with R > E. “Unhealthy” T-cell dynamics is identified by observing £ > R,
and should result when encountering many irrelevant features in a document. In
other words, features associated with relevant documents should have E and R
T-cell representatives in comparable numbers in the artificial cellular dynamics
(with slightly more R). In contrast, features associated with irrelevant docu-
ments should have many more F than R T-cells. Therefore, when a document d
contains features Fy, that bind mostly to E rather than R cells, we can classify
it as irrelevant—and relevant in the opposite situation.

The ABCRM is controlled by 6 parameters:

e [y is the initial number of Effector T-cells generated for all new features

e Ry is the initial number of Regulatory T-cells generated for all new features
in irrelevant and unlabeled documents

° Ra' is the initial number of Regulatory T-cells generated for all new features
in relevant documents

e dg is the death rate for Effector T-cells that do not bind to APC
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e dp is the death rate for Regulatory T-cells that do not bind to APC
e 14 is the number of slots in which each feature f; is presented on an APC

When the features of a document d are encountered for the first time, a fixed
initial number of Ey and Ry , for every new feature f;, is generated. These initial
values of T-cells vary for relevant and irrelevant documents in training and in
testing stages. More Regulatory T-cells (RO+ ) than Effector T-cells are generated
for features that occur for the first time in documents that are labeled relevant in
the training stage (Rg > Ej), while fewer Regulatory T-Cells (R, ) than Effector
T-cells are generated in the case of irrelevant documents (R, < Ep). Features
appearing in unlabeled documents for the first time during the testing stage
are treated as features from irrelevant documents, assuming that new features
are foreign until neutralized by co-occurrence with relevant ones. Of course,
relevant features might occur in irrelevant documents and vice versa. However,
the assumption is that relevant features tend to co-occur more frequently with
other relevant features in relevant documents and similarly for irrelevant features
thus correcting the erroneous initial bias. The following pseudocode highlights
the minor differences between the training and validation/testing stages of the
algorithm:

TRAINING:
Vd generate A,y presenting each f; at na slots, where f; € Fy
Let C; be the set of all Ey and Ry, for all features fj in the cellular dynamics
Vfi € Fy, if E; ¢ C; and R; ¢ C; then,
E; = Ey (generate Fy Effector T-cells for feature f;)
if d is labeled relevant
R; = R{ (generate R Regulatory T-Cells for feature f;)
otherwise
R; = R; (generate R, Regulatory T-Cells for feature f;)
Let F; and R; bind specifically to matching f; presented on Ag:
V pair of adjacent (f;, fj) on Ag apply the last three interaction rules:

Ri+Rj+Ad->Ri+Rj
Ei+Ej+Ad->2FEi+2E]
Ei+Rj+Ad->Ei+2Rj

VR; and F; that bind to A4, update total number of E; and R;
VR, E, € C; that do not bind to A4, cull B, and Ry via death rates dg and dg

TESTING:
Vd generate Ay presenting each f; at ny slots, where f; € Fy
Let C; be the set of all E, and Ry, for features fj in the cellular dynamics
Vf; € Fy, if E; ¢ C; and R; ¢ C} then,
E; = Ey (generate Ey Effector T-cells for feature f;)
R; = Ry (generate R, Regulatory T-Cells for feature f;)
Let all the F; and R; bind specifically to matching f; presented on Ag:
V pair of adjacent (f;, fj) on Ag apply the last three interaction rules:
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Ri+Rj+Ad->Ri+Rj
Ei+Ej+Ad->2Fi+2E]
Ei+Rj+Ad->Ei+2Rj

VR; and F; that bind to A4, update total number of E; and R;
and compute for d: R(d) =)y cp,(Ri) and E(d) = 3 v g, (Es)
Hence the normalized score for dis S(d) = (R(d) — E(d))/v/R?(d) + E?(d)
If S(d) > 0 then classify d as relevant, otherwise irrelevant
VEy, R € C; that do not bind to Ay, cull E, and Ry via death rates dg and dg

According to the original CRM model [1l], T-cells that do not bind to a pre-
sented antigen die at a certain death rate determined by dg and dg. Cell death
is supposed to help the algorithm forget old features and focus on more recently
encountered ones. Cell death was not fully explored in our previous application
of this model [2, 3] and therefore in section [5l we test the effect of cell death in
the dynamics of the ABCRM.

Negative selection in the adaptive immune system is thought to help discrimi-
nation between harmless and harmful antigens by eliminating immature Effector
T-cells that bind to harmless or self antigens in the thymus—thus helping to
prevent auto-immunity. Mature Effector T-cells that did not bind to harmless
antigens are released from the thymus to recognize harmful antigens [14]. There-
fore, Effector T-cells are trained to discriminate between harmless and harmful
antigens avoiding autoimmunity, by preliminary “training” on harmless or self
antigens. In the context of machine learning, this is known as positive unlabeled
(PU) training, which we test here against training on both relevant (positive)
and irrelevant (negative) documents.

4 Data and Feature Selection

The BioCreative (BC) challenge aims to assess state-of-art in bio-literature
mining— in particular, biomedical document classification. More recently, the
article classification task of BC2.5 [4] was based on a training data set com-
prised of 61 full-text articles relevant to protein-protein interaction (Pr) and
558 irrelevant ones (Np). This imbalance between the relevant and irrelevant
instances can be very challenging. In order to assess our bio-inspired algorithm
as a biomedical text classifier, we first identify optimal parameters on samples of
training that are balanced in the numbers of relevant and irrelevant documents
since we cannot predict if the validation data will be imbalanced. We assume
that the adaptive nature of our algorithm, will adapt well to unpredictable im-
balance by adjusting the proportions between the populations of E and R T-cells
automatically. For the purpose of identifying optimal parameters, we chose the
first 60 relevant and sampled 60 irrelevant articles that were published around
the same date (uniform distribution between Jan and Dec 2008) as illustrated
in figure [3
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Fig. 3. Numbers of relevant (P) and irrelevant (N) documents in the training (7') and
testing (V) data sets of the Biocreative 2.5 challenge. In the parameter search stage, we
use a balanced set of 60 Pr (blue) and 60 Nt (red) randomly selected articles from the
training data set. In the testing stage we use the unbalanced validation set containing
63 Py (black) and 532 Ny (black) documents. Notice that the validation data was
provided to the participants in the classification task of Biocreative 2.5 unlabeled,
therefore participants had no prior knowledge of class proportions.
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Fig. 4. We choose the top 650 ranked features according to the rank product R(f) =
TF.IDF(f) x S(f). The y-axis represents ﬁ and the x-axis represents the index of
R(f) for the sorted features. Features ranked below the 650th feature have a similar

score ﬁ < 0.00001.

We compared our fine-tuned algorithm with Naive Bayes classifier (NB) [17] and
support vector machine (SVM) ﬂﬁ] For testing and validation we used the Biocre-
ative 2.5 testing data set consisting of 63 full-text articles relevant to protein- pro-

tein interaction (Py ) and 532 irrelevant ones (Ny ) as shown in figure Bl
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We pre-processed all articles by filtering out stop wordd] and porter stemming
[22] the remaining words/features. We then ranked features f extracted from
BC2.5 training articles in addition to BCﬂ, according to two scoring methods.
The first one is the average TF.IDH per feature over all documents [10] and
the second one is according to the separation score S(f) = |preievance(f) —
Dirrelevance (f)| Where Dreievance 18 the probability of a feature occurring in a
relevant article and pjrrejevance 1S the probability of it occurring in an irrelevant
one [19, [11, 120, [13]. The final rank for every feature f; is defined by the rank
product R(f) = TF.IDF(f) x S(f). We only use the top 650 ranked features as
shown in figure [ to represent each document d as a vector of these top 650
features for optimization purposes.

5 Results

5.1 Parameter Search

We performed an exhaustive parameter search by training the ABCRM on 60
balanced full-text articles (30 Pp and 30 Ny from BC2.5 training) and testing
it on the remaining 60 balanced ones (30 Pr and 30 Ny from BC2.5 training)
as illustrated in figure Bl Each run corresponds to a unique configuration of 6
parameters. The explored parameter ranges are listed in table[ll and they sum up
to a total of 192500 unique parameter configurations for each experiment. In the
case of the PU learning experiment, we only trained on 30 relevant articles (30
Pr from BC2.5 training) and tested on 60 balanced ones (30 Pr and 30 Nt from
BC2.5 training) as illustrated in figure Bl Finally, the parameter configurations
were sorted with respect to the resulting F-scored] and the top 6 results are re-
ported in table[2 for the four possible outcomes of two different experiments. The
F-score is a fair measure between precision and recall when applied to balanced
data [23]. Therefore, we use it to evaluate the performance of the ABCRM for all
parameter configurations of each of the following two experiments: comparing a
range of T-cell death rated to no cell death and comparing training on Pr and
Nr with PU learning.

! The list of stop words includes 33 of the most common English words from which we
manually excluded the word “with”, as we know it to be of importance to protein
interaction.

2 The BC2 challenge offered Pubmed abstracts for the classification task. We down-
loaded some of the full-articles and used a balanced data set of 558 relevant and
558 irrelevant only for the feature selection process. We also used these features in
[20, 13].

3 TF.IDF is a common feature weighting measure to evaluate the importance of a
feature/word to a document in a certain corpus. TF stands for term frequency and
IDF for inverse document frequency. [10]

4 F-score = %m where Precision = TPZ% and Recall = TPZ%. True

Positives (TP) and False Positives (FP) are our positive predictions while True
Negatives (TN) and False Negatives (FN) are our negative predictions.
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Table 1. The parameter ranges used for the parameter search for fine-tuning the
algorithm

Parameter|Range Step
Eo [1,7] 1
Ry [3,12] 1
RY [3,12] 1

dg [0.0,0.4] 0.1
dr [0.0,0.4] 0.1
na [2,22] 2

In the first experiment we compare the top 50 parameter configurations ob-
tained using cell death to those with no cell death. We choose only the top
50 configurations to study the algorithm at its best performance that is robust
to parameter changes. We conclude that cell death, which helps in the forget-
ting of useless features, improves the classification performance of the algorithm
regardless of whether the algorithm is trained on both Py and Np or not.

In the second experiment we compare the top 50 parameter configurations
according to F-score obtained using training on both positive and negative to
those obtained using training on positive only (PU learning). We conclude that
training on both classes gives a better overall performance regardless of cell
death.

Table 2. Top 6 parameter configurations of the ABCRM in terms of F-score. The
top 50 parameter configurations of the four possible outcomes are plotted in figure
The highlighted parameter configuration has the highest F-score and is selected for the
ABCRM to test on a different set of unbalanced articles in the following subsection.

CELL DEATH NO CELL DEATH
F-score|[Eo, Ry ,Ry ,dr,ds,na] |F-score|[Fo,Ry ,Ry ,dr,dE,nal
TRAINING on Pr and Nr|[0.85 211 10 0.3 0.2 18 ](0.83 1470.00.018]
0.84 [111100.30.122] 0.81 [1460.00.016]
0.84 [1860.10.122] 0.78 [5760.00.010]
084 |[1126040122] (078 [[2560.00.016]
0.83 [1980.30.222] 0.77 [2750.00.0 16 ]
083 |[1870.10.122] 077 |[1330.0008]
TRAINING on Pr 0.85 [11280.10.08] 0.75 [21260.00.0 18]
0.84 [1880.30.216] 0.75 [2960.00.018]
082 |[11290.10.08] 075 |[2860.00.018]
0.81 [17100.20.116] 0.75 [21160.00.018]
0.81 [111120.40.118] 0.74 [21060.00.018]
0.80 [37100.20.3 18] 0.73 [2660.00.018]

We confirm our comparisons statistically using the paired student t-test with
the null hypothesis being that the two samples were drawn from the same distri-
bution. We reject the null hypothesis for p-values less than 0.01. The top 6 config-
urations are listed with their corresponding F-score measure in tableand the 50
top-ranked configurations of each of the experiments are plotted in figure 5
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Fig. 5. The two experiments resulting in four possible outcomes: 1.1) training on both
sets with cell death (red squares), 2.1) PU learning with cell death (green circles),
1.2) training on both sets with no cell death (blue triangles) and PU learning with
no cell death (orange pluses) are clearly distinguishable for the top 50 configurations
of each experiment. On the right, the horizontal lines represent the mean, the boxes
represent 95%CI, and the whiskers represent standard deviation of F-scores from the
top 50 parameter configurations.

5.2 Classification Performance

We finally adopt the parameter configuration from the experiment resulting with
the best F-score (highlighted in table 2) and test our algorithm on a larger set
of imbalanced full-text articles obtained from BC2.5 as illustrated in figure[Bl We
then compare our algorithm with the multinomial Naive Bayes (NB) with boolean
attributes, explained in ﬂﬂ], and the publicly available SVM"9" implementation
of support vector machine applied to normalized feature counts HE] All classifiers
were tested on the same features obtained from the same data set.

The F-score metric is not very reliable for evaluating imbalanced classification
], therefore we also use the Area Under the interpolated precision and recall
Curve (AUC) to evaluate the performance of the algorithms on the imbalanced
BC2.5 testing data. The AUC was the preferred performance measure of the
Biocreative 2.5 challenge M] Table Bl lists the results in contrast to the central
tendancy of the results submitted by all Biocreative 2.5 teams participating in
the article classification task. However, the ABCRM, NB, and SVM classifiers,
used only single-word features in order to establish the feasibility of the method,
while most classifiers submitted to the Biocreative 2.5 challenge used more so-
phisticated features such as n-grams. Therefore, it is not surprising that the
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Table 3. F-Score and AUC performance of various classifiers when training on the
balanced training set of articles and testing on the full unbalanced Biocreative 2.5
testing set. Also shown is the mean performance values for all systems submitted to
Biocreative 2.5.

ABCRM|NB [SVM||BC2.5 Mean
Precision|| 0.22 ]0.14|0.24 0.38
Recall 0.65 [0.71{0.94 0.68
F-score|| 0.33 (0.24]0.36 0.39
AUC 0.34 ]0.19] 0.46 0.43

performance of these methods was below the average. Nevertheless, when we
compare the performance of the ABCRM to NB and SVM on the exact same
single-words, the results are encouraging. Hence, we establish the ABCRM as a
new bio-inspired text classifier to be further improved in the future with more
sophisticated features.

6 Conclusion

We adapted a simple and novel mathematical model of T-cell cross-regulation
in the adaptive immune system to recognize multiple textual features and clas-
sify biomedical articles using agent based modeling. We tested several variations
of our algorithm to classify full-text articles according to their relevance to pro-
tein interaction. We obtained encouraging results comparable to state-of-art text
classifiers. In summary, we have shown that our novel bio-inspired algorithm is
promising for biomedical article classification, and for binary document classifi-
cation in general.
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